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Motivation 

A large amount of accounting data is stored in unstructured formats, such as PDF files.

Statements Contract KPI in CSR Report



• Advancements in large language models (LLMs) offer great potential
– Transform human-generated unformatted information into machine-readable 

standardized databases (Gu et al., 2023) 

• Develop an LLM-enabled framework that can extract financial data from unstructured 
sources

– Provide valuable insights for market participants, policymakers, and researchers.
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Motivation



• Develop an LLM-enabled framework that can process PDF-formatted data source and 

extract predefined financial data from it

• Following the six-step design science research methodology 

• Incorporate data preparation, prompt engineering, batch querying, and database 

construction

• Illustration: Extract financial data from local government’s annual financial reports (ACFR)
• There is no centralized, electronic, and publicly accessible database of governmental 

financial data (W. J. Kim, Plumlee, and Stubben 2022) 
• ACFR is the primary source of a comprehensive set of financial information for U.S. 

local governments. 
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Introduction



• Effectiveness
– Extracted data can be matched with the manual extracting results by human 

experts

• Efficiency
– Maximize the efficiency of extraction and make sure the extraction can be 

automatic in batches
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Objectives of the Framework
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Design the Artifact
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Design the Artifact



• PDF to Plain text conversion
– Facilitate machine readability

• Table of Contents (TOC) understanding
– Extract the targets page number/range
– Increase accuracy
– Save computational cost

• Page Range Refinement
– Shorten page range (e.g., Notes)

• Page Dictionary Establishment
– Transform long document (e.g., annual report)
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Design the Artifact - Data Preparation



Illustration - Data Preparation - Page Dictionary Establishment

Page Dictionary



• Systematic development and optimization of prompts to enhance interactions 
in alignment with specific objectives or requirements
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Design the Artifact - Prompt Engineering

Prompt Engineering



• Instruction Learning (Chung et al. 2022; Gu et al. 2023)
– Tasks described through explicit instructions
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Design the Artifact - Prompt Engineering

[Role and Context]: “You are an assistant who is good at extracting financial 

information from unstructured textual data.”

[Rule]: “Strictly obey the following rules when extracting:

Rule 1. Find each value by recognizing the relevant row and column names.

Rule 2. Output in the JSON schema: {“Total Asset”: [], “Total Expenditure”:[]}

[Task]: “The page content is a financial statement. Extract the following

values from the statement:

1. Row “Total primary government” for column “Expenses”

Example



Illustration - Prompt Engineering - Zero/Few Shot Learning

[Task]: “Row account “Long-Term Liabilities” for column “Total”:

a. Some example names for the line items: ‘Lease liability’, ‘Compensated

absences payable’, ‘Post-closure care costs’.”

• Zero/Few-shot Learning (Brown et al. 2020; Kojima et al. 2022; Zhao et al. 2021)
– With or without examples in the prompt

Example



Illustration - Prompt Engineering - CoT Prompting

[Task]: 

What is the first page containing the Statement of Net Position? Assign it to A.

What is the page number/range of the immediate next statement/item following A?

Assign it to B. 

Form list_1 with A and B in [A, B] list format.

• Chain-of-Thought Prompting (Gao et al. 2023; Gu et al. 2023)

– a series of short, interrelated statements or sentences, serving to direct the reasoning process 

of the LLM in a manner similar to how a human might approach a task

Example



• Existing LLM research in accounting
– Rely on user interface (UI) for interaction

• We formalize prompts as a Python function
– Easy of deployment, maintenance, adaptation

• Preprocess the data extracted from LLM
– Unify data unit, format..

• Database Management System (DBMS)
– PostgreSQL
– Relational database
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Design the Artifact - Batch Querying with LLM & Database Construction



• Evaluation of effectiveness and efficiency
• Regular meetings with GFOA to obtain expert review
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Evaluation



• Introduces a framework for the extraction of financial data from unstructured PDF 
format, employing state-of-the-art LLM technology.

• Contributions:
• Devise and validate a framework to extract financial data from unstructured 

sources
• Shed light on the potential of LLMs as an alternative approach to traditional costly 

data standardization methods:
• Data labeling (XBRL)  Data post-processing (LLM extraction)
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Conclusion
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huaxia.li@rutgers.edu

Scan to check our
paper on SSRN 

mailto:huaxia.li@rutgers.edu

	Extracting Financial Data From Unstructured Sources: Leveraging Large Language Models
	Motivation 
	Motivation
	Introduction
	Objectives of the Framework
	Design the Artifact
	Design the Artifact
	Design the Artifact - Data Preparation
	Slide Number 9
	Design the Artifact - Prompt Engineering
	Design the Artifact - Prompt Engineering
	Slide Number 12
	Slide Number 13
	Design the Artifact - Batch Querying with LLM & Database Construction
	Evaluation
	Conclusion
	Slide Number 17

